Edicién N°8 — Diciembre de 2025

Capitulo de Derecho Penal y Criminologia

www.aidca.org/revista

INTELIGENCIA ARTIFICIAL Y DERECHO PENAL ARGENTINO: DESAFIOS
DE IMPUTACION Y RESPONSABILIDAD EN LA ERA DE LA AUTONOMIA
ALGORITMICA

Por Angel Nassif!

1. Introduccién: el crimen ya no es humano

En abril de 2024, una entidad financiera argentina sufrié una maniobra fraudulenta
gue desvido fondos de mudltiples cuentas. La investigacién inicial apuntd a
empleados internos, pero pronto se descubrio que el ataque habia sido ejecutado
por un bot autbnomo, disefiado para aprender y optimizar su estrategia de
intrusion sin intervencion humana directa. El codigo habia sido liberado meses
antes en un repositorio internacional y adaptado por un usuario desconocido. El
dilema juridico se plantedé de inmediato: ¢Quién era el autor penalmente
responsable? ¢ El programador original, el adaptador anénimo, el propietario de la
infraestructura que alojaba el bot o nadie en absoluto?
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Este escenario, que hace una década habria parecido ciencia ficcion, hoy es una
cuestion tangible para el Derecho Penal. Las tecnologias de Inteligencia Artificial
(IA) ya participan activamente en ambitos financieros, médicos, logisticos,
judiciales e incluso en la seguridad publica. La cuestion que nos interpela es clara:
¢puede delinquir una maquina y, si no, como responsabilizamos a los humanos
detras de ella?

2. Marco conceptual: ¢qué entendemos por Inteligencia Artificial?

La IA no es un ente Unico, sino un conjunto de tecnologias capaces de realizar
tareas que tradicionalmente requerian inteligencia humana: aprendizaje
automatico (machine learning), procesamiento del lenguaje natural, visién por
computadora, sistemas expertos, entre otros.

En el ambito juridico-penal, la atencion se centra en los sistemas con autonomia
decisoria, es decir, aquellos que pueden operar y tomar decisiones sin
intervencién humana inmediata, y en algunos casos, aprender de la experiencia.
La Comision Europea ha propuesto definir a la IA como “un sistema disefiado para
operar con distintos niveles de autonomia y que, al recibir datos, puede interpretar,
procesar y generar resultados, adaptando su funcionamiento” (Propuesta de
Reglamento Europeo sobre IA, 2021). Esta definicibn destaca dos elementos
clave para el derecho penal:

Autonomia relativa (no requiere intervencién constante).

Capacidad adaptativa (puede modificar su conducta en funcion de datos).

3. El principio de culpabilidad frente a sistemas autébnomos

En el Derecho Penal argentino, todo delito requiere: accion tipica, antijuridica y
culpable (art. 19 CN; arts. 1, 5, 34 y ss. CP). Esto presupone conducta humana
voluntaria.

La IA, por mas avanzada que sea, no es persona fisica ni juridica, carece de
conciencia y de capacidad de culpabilidad. La Corte Suprema de Justicia de la
Nacién ha reiterado que “la pena soélo puede imponerse a quien, pudiendo actuar
de otro modo, voluntariamente realiza la conducta prohibida” (Fallos: 323:1322,
“Gramajo”).

Aqui surge el primer vacio legal: si el autor inmediato es un sistema autonomo, el
esquema tradicional de imputacién no encaja.

4. Hipotesis de imputacion penal

La doctrina internacional y nacional explora tres modelos principales:
4.1. Responsabilidad del programador

Se atribuye responsabilidad a quien disefio el sistema, si:

Prevé gue el sistema pueda ser utilizado para delitos (dolo eventual).

Omite implementar barreras de seguridad necesarias (culpa).



Problema: el programador inicial puede haber perdido control sobre el cédigo una
vez liberado.

4.2. Responsabilidad del usuario u operador
Imputar a quien pone en marcha o gestiona la IA.
Ventaja: mantiene el vinculo entre control y responsabilidad.

Problema: en sistemas de aprendizaje autonomo, el resultado puede diferir
radicalmente de lo previsto.

4.3. Responsabilidad de la persona juridica titular
El art. 304 CP prevé responsabilidad penal para personas juridicas en delitos
econdémicos y de corrupcion. Este esquema podria ampliarse a delitos cometidos

mediante IA bajo control corporativo.

Problema: requiere modificar la ley para incluir expresamente conductas
cometidas “por o con sistemas autébnomos”.

5. Tipologias de delitos vinculados a IA
La expansion de la IA ya produce riesgos concretos:

Ciberfraudes y estafas automatizadas: Bots que simulan transacciones legitimas
y burlan controles bancarios.

Deepfakes con fines delictivos: Creaciéon de imagenes o audios falsos para
extorsion, difamacion o fraude.

Manipulacion algoritmica electoral: Segmentacién de propaganda engafiosa que
incide en la voluntad popular.

Vehiculos autébnomos: Colisiones fatales con decisiones tomadas por el sistema.

Sistemas de armas autbnomas: Uso militar sin supervision humana, con potencial
de homicidio masivo.

Discriminacién algoritmica: IA en procesos de contratacion o acceso a servicios
gue reproduce sesgos ilegales.

6. Derecho comparado: lecciones y advertencias

Union Europea: Propuesta de Reglamento sobre IA (2021) que clasifica sistemas
de alto riesgo y prevé sanciones administrativas y civiles, pero no resuelve la
imputacion penal directa.

Espafia: Doctrina sobre “agente moral artificial” y analisis de responsabilidad por
omision de control (Revista Espafiola de Derecho Penal, 2022).

EE.UU.. Jurisprudencia en materia de vehiculos autonomos atribuye
responsabilidad a fabricantes bajo teorias de producto defectuoso, mas que a
usuarios.



Latinoamérica: Brasil discute proyecto de ley para regular la IA con perspectiva de
derechos humanos y responsabilidad.

7. Vacios y riesgos para el Derecho Penal argentino

En Argentina, la Ley 26.388 incorpord figuras de delitos informéticos, pero no
contempla la autonomia decisoria de sistemas de IA.

El Cddigo Penal carece de prevision especifica sobre:

Conductas cometidas por sistemas no humanos.

Responsabilidad de personas juridicas mas alla de delitos econémicos.
Obligaciones de prevencion tecnoldgica.

Riesgo principal: que delitos graves queden sin autor penalmente responsable,
generando impunidad tecnoldgica.

8. Propuestas de reforma legislativa

Incorporar un Titulo Especial en el Cédigo Penal sobre delitos cometidos mediante
IA, con:

Definicion legal de IA.
Responsabilidad diferenciada para programadores, operadores y titulares.
Ampliar el art. 304 CP para incluir delitos cometidos con sistemas autbnomos.

Obligaciones de seguridad tecnolégica: estandares minimos para desarrolladores
y usuarios.

Registro y trazabilidad de algoritmos de alto riesgo.
Formacion especializada para jueces, fiscales y defensores en IA 'y cibercrimen.
9. Conclusion: la frontera penal del siglo XXI

El Derecho Penal argentino nacié para juzgar conductas humanas. Sin embargo,
el siglo XXI nos enfrenta a un paradigma inédito: sistemas que deciden, actian y
aprenden sin control humano constante. El riesgo no es solo tecnoldgico, sino
juridico: la brecha normativa puede dejar sin respuesta penal a conductas
gravemente lesivas.

Regular la 1A en clave penal no significa criminalizar la innovacion, sino asegurar
gue nadie se esconda detrds de una maquina para eludir la ley.

Como advierte Silva Sanchez, “la dogmatica penal debe adaptarse a las nuevas
realidades tecnoldgicas sin sacrificar garantias, pero evitando espacios de
impunidad”[*M].

La historia penal persiguié al delincuente humano. Hoy debemos decidir si el
préximo “autor” puede ser un algoritmo... y quién pagara por sus crimenes.
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